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Infoli Simulator - Description
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Infoli Simulator - Description PUG
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Infoli Simulator - Parallelization

o OpenMP threads, up to 240 on the KNC and 256 on the

KNL
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From Knights Corner to Knights Landing DPUG

o Out-the-box measurements from the KNC on the KNL.

© Intel’s 1t Generation

i Xeon Phi: Knights o Ease of transferring: only recompilation needed
Corner Coprocessor e KNLvs KNC?
Card

mBetter single-threaded performance (3x TFPs)
Model: 3120p

mMore VPUs, better vectorization support

mHigh Bandwidth MCDRAM (set to cache mode)

mIincreased amount of cores, maximum amount of threads

Intel’s 27d Generation ~® EXperimental evaluation

Xeon Phi: Knights
Landing Processor B Small (1000) to large (10k) neuron networks

Model: 7210

m Connectivity densities: from O up to 1 k GJs per neuron.

Xeon Baseline model: E5-2609-v2 (4 cores, Ivy Bridge) M Exploration of simulation speed, energy used and thread
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Results - Execution time
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Results - Energy Consumption
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Results - Efficiency
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Results - Analysis

o Sparse networks are more serial in nature, so they operate well on KNL (superior
single-threaded performance).

o Denser networks heavily favor vectorization-enabled implementations:

m Vectorization on the KNC is significantly better after a certain point.
m KNL performance is worse for some of the heaviest workloads.

e KNL’s lower TDP leads to significant energy gains.

m Gap lessens with higher workload.
m On heavier workloads, KNL's lower TDP offset by increased simulation times.

e KNL very efficient for 1 thread per core, however efficiency takes a significant hit past 100

threads.

e KNC retains acceptable efficiency for 200 threads. y
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Conclusions and Insights

o« On average, 2.4x speedup, comparable to expected single thread performance upgrade of KNL over
KNC (3x).
e Lower TDP leads to overall energy savings (~¥50%) on KNL. Up to 75% saving on low density

networks!

o Thread efficiency suffers on the KNL possibly because of lack of fine-tuning of the application to the
architectural details of the platform.

m Best practice suggests ~2 threads per KNL core.

o KNL displays greater predictability in performance.
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Future Work

Fine tuning for the KNL:

m VPU optimal usage

m Thread efficiency

e Exploration of MCDRAM modes and clustering modes

Hybrid MPI + OpenMP for multinode systems

m Usage of Intel’s Omnipath technology
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Thank you!

14

EEEEEEEEEEEEEEEEEEEEEEEEEEE



